
4. Regularized least squares

• Regularized least squares

• Tikhonov regularization



Regularized least squares



Multi-objective least-squares

Many problems need to balance competing objectives, e.g.

• make f1(x) = kAx� bk22 small

• make f2(x) = kFx� gk22 small

Can make f1(x) or f2(x) small, but not both.

Example: ⇠(i) =
�
f1(x(i)), f2(x(i))

�



Weighted-sum objective

• Weighted-sum objective gives a Pareto optimal solution:

f1(x) + �f2(x) = kAx� bk2 + �kFx� gk2

• parameter � � 0 defines relative weight between objectives

• points where f1(x) + �f2(x) = ↵ correspond to a line with slop ��



Example: Signal denoising

• Suppose we observe noisy measurements of a signal:

b = x̂+ w with x̂ 2 Rn signal, w 2 Rn noise

• Naive least squares fits noise perfectly

minimize
x2Rn

1
2kx� bk2

• Suppose we have prior information that the signal is “smooth”

• Then we might balance fit against smoothness

minimize
x2Rn

1
2kx� bk2
| {z }

f1(x)

+ 1
2�
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i=1

(xi � xi+1)
2

| {z }
f2(x)

where f2(x) “encourages” smoothness of the solution x



Example: Signal denoising

• Define the finite di↵erence matrix

D =

2

6664

1 �1 0 · · · 0 0
0 1 �1 · · · 0 0
...

...
. . .

. . .
...
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0 0 0 · · · 1 �1
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7775
2 Rn�1⇥n

so that
n�1X

i=1

(xi � xi+1)
2 = kDxk2

• Resulting least-squares objective:

kx� bk22 + �kDxk2 =
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• Normal equations
(I + �DTD)x = b

HAx - I 1123

✓
A

ATAx = Atb



Example: Signal denoising

Demo

In homework, will discover a much better penalty function



Regularized least squares (aka Tikhonov)

• General form

minimize
x

1

2
kAx� bk2 + �

2
kDxk2, � � 0

• kDxk22 is the regularization penalty term
• � � 0 is the regularization parameter

• Equivalent expression for objective

1

2
kA� bk22 + �kDxk2 =
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• Normal equations
(ATA+ �DTD)x = AT b
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Singular value decomposition .

The SVD of a matrix A c- pin
"" is

A = US ✓
T

where U C- 1Rm×m
,
✓ EgRn×n are orthogonal

and 2-ERM
"

is
"

diagonal
?

find - se s.li

If A is a rank r matrix : CATAx= Atb ) and
se has leostnorm

① Yes . . .

, ur is a basis for column space

② urine, . ..

. Um is a basis for MCAT) -

③ Vi . . . . . Vr is a basis for row space
RLAT)

⑨ Vries . . .

, Vm is a basis for NCA) .



Regularized least squares .

min MAX- b 1122 + 011×1122 - ①
DEIR?

The normal equation : CATA + SI)# Atb
.

How does 8 affect the solution to ① ?

hit x} be the minimizer to ① . Express

say using b
,
U
,
V
,
-2 .



Regularized leastsquares using SVD .

The normal equation implies

(ATA x + z Ix) =
A'b

⇐ CVEUTU-zvtx.ro ✓VI) =
VETUTB

⇐ 2-TE VIC + zvtx =
2-TUTb

⇐ 2-TI z + Zz = 2-TUTb

whee z := V Toc C- IR
"

so
, z
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Regularized leastsquares using SVD .

Note that z = V Toc ⇒ x = VZ

r

so
, af = Ioiuitbi-iq.kz Vi

r
-

ai u:b
and him 28g = limZ- V

;

•→o r-so i
-
- I 0,7+8

or

=
- uit bZ - Vi
it, Oi

is the minimum norm solution to the linear

least squares problem . nyein
lltoc-bus?


